Requirements for an
Active Monitoring System

Branimir Rajtar, 5x9 Networks



Disclaimer

This is a commercial product.

However, this is not a marketing presentation.

The goal is to present technical considerations we had when building this product and what
requirements we wanted to fulfill.
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Why Active Performance Monitoring

 Active Performance Monitoring = acts as a client of the network/service/application and measures
its performance

« Why would we build it?
» Currently zero or low performance visibility
 Existing tools are specialized, not flexible and expensive
» Long time to pinpoint cause of issues
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System Architecture

Node Manager
» Central component for automated Probe configuration and management
« Measurement data collection, performance visualization and alerting

Framework

« Enabler for remote Probe configuration and management, SW modules distribution, data
collection and processing

Probe image or package for Linux OS

« SW with zero-day configuration required to contact Node Manager
* Runs Measurement SW modules and reports measurement raw data to Node Manager
« Can run on any HW and Linux distribution

Measurement modules

« Standard and custom developed Probe modules responsible for specific measurement or set of
measurements
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System Architecture
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System Configuration and Visualization

b Nodes

S Templates

Probes 'Managed probes
» ID: 2

& Update £ Reboot

Probe network management
Probe details [#

Probedata &

Probe permissions

Assigned modules + & %

mobileframework (v1.0.0)

dns (v1.0.0)
httpprobe (v1.0.0)
icmplatency (v1.0.0)

twamp (v1.0.0)

twampreflector (v1.0.0)

httpprobe (v1.0.0)

dns (v1.0.0)

& Alarms 3 SWmodules @ Locations

» HWID: dc:aé:32:1f:70:43

@ Blink O Shutdown @ Delete

default

mobile
mobile
mobile

mobile

default

int-services

mobile

% Configuration 24 Object service k22 Monitoring

» Name: Telekom-mobile-customer-01

& running config & module config 12 graph

@ running config & module config 2 graph

& running config & module config 2 graph

& running config & module config k2 graph

100%

‘ 100% ‘ ‘89.7%

P——
H

wo 00 N0

200 2300 000 0100 0200 G390

S

o400
Max Meas

Overalt Packet loss

Total loss 4G (to Rovinj) [%]

Total loss 3G (to Rovinj) [%]
= | 0+

L

", Total loss 2G (to Rovinj) [%]

= s T s G n & &
46 (to Ro... 36 (to Ro... 26(10RO0.. = 36 weage T ioe Do P e R “"l 10.3:
- 2G awerace AT loas (to Rovied) o% 1008 N o .
w0 i
some some
oms a3 ' oms - - - -
0wl T Te R e o8 G0 00 wo e v o
- e tame - el
- G W e G3e || = aATR i b iaad Al
= R e e T W aie | =Nk i e
= eThete. dsoiee e Sma ie || = 30Tl hed asciomii e Teaea
CMP () ) Ll nology) ICMP average RTT to Google DNS (per technology)
s
.
1oos
woos
2ome
fome
ome i - S e e = oma - B
Wi mm nae D B Ges  he w00 e e W m@  Ta D De  @e 6 ©n o0 oo oo
A R il -
- e Ve Hime Ame | = 20 Gaeeon @3me B2ne Sime H0me
TWAMP RTT TWAMP RTT jitter TWAMP RTT packet loss
. otm -
tame o
-
s3me . P
.
02ms on
.
- .
oms om "
Wi 1% e e R 1% e TN WM e Me W um e we um e T T )
. P - [P,
= e 7Yoo Wi by Soires THae Tiine || "= e e ey Aidims 03W0ms Oiime | = sl hbey na o«
WAN Network bandwiah WAN Network bandwidih sending retransmas
*
oun
o »
ouen
»
-
. .
R W W e n® ne we B B um um ww wm
-

- Salturg 1o Wen
— Whea 10 Satzbury

SAIMBS MSMES SLANBS 45N

M Mac Mesn Last

SEE11 - Requirements for an Active Performance Monitoring System



Issues we faced

* Do we provide hardware?

« Scaling — what if somebody wants to deploy thousands of probes, how to configure them?
« Do we focus on one access technology or multiple? How to manage it?

* How to handle security?

« Would the user need training to configure the system?

* How to develop new modules as fast as possible?
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Do we provide hardware?

No, we’re a software company!

Use existing off-the-shelf hardware and virtualize as much as possible
* All measurement modules are based on Linux

Optimize module footprint — write in C, Golang
« Support for single-board computer (e.g. Raspberry Pi) and CPEs

Only hardware limitation — HATs for measurements of mobile networks
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Scaling

« How to deploy and configure thousands of probes?

« Call home
« Once turned on, the probe contacts centralized Node Manager

« Zero touch provisioning
» Use templates to define probe configuration

« Pull model
« Probes ,pull” configuration changes, rather than changes being ,pushed”

« Machine Learning
* Do not define alarming tresholds manually

* Proven technologies and open-source products
« Grafana, ActiveMQ, Jenkins, etc.
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Measure over different access technologies

» Concept of Frameworks [ Framework 1 J
* Mobile network

Ethernet

PPPoE

VPN

WiFi

[ Framework 2 J

» All modules are the same, running over a specific framework
» Speedtest, TWAMP, DNS, HTTP, voice, DHCP, etc.
« Framework-specific modules — e.g. Circuit-switched voice, SMS
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Security

Node manager can be deployed in public or private cloud, communication to the probes can be via
Internet

All measurement modules are signed
Communication is encrypted using SSL

Encryption keys are unique per-customer
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Improve Customer Experience

How to enable customers to use the system
on their own

Only GUI is available
« GUI has tooltips to help with configuration
* No new CLI to learn =

) S i m p | e d a S h bo a rd & Nodes IS Templates & Alarms 8 SW modules @ Locations &3 Configuration 4 Object service Reporting 22 Monitoring
Overview
« Template concept  Dams
» Easily apply existing configuration
to new probes V Teetemases
Unmanaged probes
« Grafana ° N
 Powerful and flexible visualization
tool
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Module development

« Standardize and automate!

« Standardize module structure
» Define inputs and outputs of new module in well-known format (JSON)
* Frontend automatically generates configuration input according to module JSON
» Output defines Grafana panel
« Enables easier onboarding of new developers

« Automate testing and deployments — Jenkins
« Create and update deployment script
 Build pipelines for testing
« Automatically deploy in local lab and test new stuff
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Key Takeaways

« Itis important to think about possible issues before writing the first line of code
« Writing code is easy, the idea matters

« Automate as much as you can
* The tools are there, just use them

» Talk to people
« Experience matters
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Thank you!
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